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What You (Hopefully) Get Out of This Course

• Most importantly: mind set for thinking about massively parallel algorithms 

• Overview of some fundamental massively parallel algorithms  

• Techniques for massively parallel visual computing 

• Awareness of the issues (and solutions) when using massively parallel 

architectures 

• Programming skills in CUDA (the language/compiler/frameworks for 

programming GPUs)
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Is This Course For Me ???

• This course is not for you … 

• If you don’t like algorithms 

• If you are not ready to do a 

bit of programming in C 

- The concept of pointers should be familiar 

• If you're not open to thinking about 

computing in completely new ways
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Otherwise …

• It will be a richly rewarding experience! 
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Website

• All important information about this course can be found on: 

  http://cgvr.informatik.uni-bremen.de/ 

→ "Teaching" → "Massively Parallel Algorithms" 

• Slides 

• Assignments 

• Text books, online literature 

• Please sign up in StudIP!
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Exercises / Assignments

• The two approaches we will pursue in this course: 

• Bi-weekly small exercises 

• Recommended: work on them in groups of ~3 

• Skeleton program from us 

• Language CUDA/C++
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Grading Criteria of the Exercises

1."Labeling" variable and function names 

2."Sufficient" comments in body of functions 

3.Documentation of functions and their parameters (in/out, pre-/post-

condition, what does the function do / not do, …) 

4.Functionality (exercise solved? no bugs? …) 

5.Unless otherwise noted, your code must be parallelized on the GPU
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The SDK, Needed for Working at Home

• IDE (obviously) of your choice 

• Can be as simple as an ASCII editor and compiler on command line 

• CUDA for your platform: 

     https://developer.nvidia.com/cuda-downloads 

• Works, of course, only with NVidia graphics cards 

• Anyone interested in trying out ZLUDA? (https://github.com/vosen/ZLUDA ) 

• Or AMD's translation tool HIPIFY? 

• If your laptop/desktop does not contain NVidia, use the pool or our lab 

• MZH 0245 (MIR, ground floor), Tuesdays 10-14h and Thursdays 10-14h 

•
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Overall Grades & Examinations

• You have two options: 

1.Regular oral exam, ca. ½ hour per student 

2.Mini oral exam (so-called "Fachgespräch"), ca. 10 minutes per student 

• The formula for calculation of your grade with option 2: 

• Assignments ⟶ grade A 

- 95% of all points ⟶ A = 1.0 

- 40% of all points ⟶ A = 4.0 

• Mini oral exam ⟶ grade B 

• Overall grade                                                 ("min" means "better of the two") 

- Under the condition: A ≥ 4.0   &&  B ≥ 4.0 ! 

• Note: in both cases, all of the material could be topics for the exam!

9

<latexit sha1_base64="vhQxcZcj0Mmn5ieiebrxSGCwbpM=">AAADBHicZVFNb9MwGHbD1ygf6+DI5YUKaYhSJdWASWjSKBw4Doluk+aqcpw3rTXHiWwHqKxc+R/cuSDElStXOPJvcLIU0c2SrUfP+7xffuJCCmPD8E8nuHT5ytVrG9e7N27eur3Z27pzaPJSc5zwXOb6OGYGpVA4scJKPC40siyWeBSfvqrjR+9RG5Grd3ZZ4DRjcyVSwZn11Kz3Yg9oJhSVmFrqgKaa8WgElCe5hW14CY9h/AgA6AAG9TP2UIv5wtKqO+v1w2HYHLgIohb0SXsOZludrzTJeZmhslwyY06iUWGnjmkruMSqS0uDBeOnbI6u2a2Ch55KIM21v8pCw/6vOyltujt1QhWlRcV9AvhgWkqwOdQbQyI0ciuXwDj3jUtmfUG+YH5T639mrWm2zJhd1EUKH8oVk1ATxvfNMqYSMwCZswRi9BMhGKZMHb+/VmTFVkBXsEs1KvzQVnE0ZZmQywRTVkpbOWrSFV6vJEol7EdPGmHQloXzYz3J8gRhD2qrahN91Cd7/5u/cbFkZeX0PK5cOIyeDponOifSmPzT7HpJ6O/oTENfO1qPrDOXVI3J0XlLL4LD0TB6Ntx5u9PfH7d2b5B75AHZJhF5TvbJG3JAJoSTz+Qn+UV+B5+CL8G34PuZNOi0OXfJ2gl+/AXnu/JX</latexit>

= min

⇢

1

2
·(A+ B) , B

�



G. Zachmann OrganizationMassively Parallel Algorithms SS April 2024

A Quote
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I hear and I forget.  
I see and I remember.  
I do and I understand.

[Attributed to Confucius]
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The Forgetting Curve (Ebbinghaus)
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Beating the Forgetting Curve
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Ebbinghaus
Beat the Curve

Forgetting curve actually starts here as 
we typically remember only about 75% 
at the end of a lecture – so we have less 
to remember

Forgetting curve when you recap the 
material directly after class (for 
instance, on your way to the 
cafeteria, or the tram station)
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Overcoming the Curve
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Review 1
Review 2
Review 3
Review 4

Immediately 
after class

24 hours 
later

1 week later 1 month later 

Notice how  
less is forgotten 
after each review!
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Average Retention Rates

• Just listening                            5% 

• Reading                                   10% 

• Audio Visual                            20% 

• Demonstration                        30% 

• Discussion                               50% 

• Practice by doing                    75% 

• Teach others                           90%
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